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ABSTRACT

Evaluations of Secure MANET Routing Protocols

in Malicious Environments

Tuan Anh Nguyen, M.S.

The University of Houston Clear Lake, 2006
Thesis Chair: T. Andrew Yang
The characteristics of self-organization and wireless medium make Mobile Ad hoc NETwork (MANET) easy to set up and thus attractive to users. The open and dynamic operational environment of MANET makes it vulnerable to various network attacks. A common type of attacks targets at the underlying routing protocols. Malicious nodes have opportunities to modify or discard routing information or advertise fake routes to attract user data to go through themselves. Some new routing protocols have been proposed to address the issue of securing routing information. However, a secure routing protocol cannot single-handedly guarantee the secure operation of the network in every situation. The objectives of the thesis are two-fold: (a) To simulate various scenarios of attacks at MANET;  (b) To study the performance and effectiveness of some secure routing protocols in these simulated malicious scenarios, including ARIADNE [1] and the Secure Ad hoc On-demand Distance Vector routing protocol (SAODV) [2].
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CHAPTER I. INTRODUCTION
I.1
What is Mobile Ad hoc Network?
Mobile Ad-hoc network is a set of wireless devices called wireless nodes, which dynamically connect and transfer information. Wireless nodes can be personal computers (desktops/laptops) with wireless LAN cards, Personal Digital Assistants (PDA), or other types of wireless or mobile communication devices. Figure 1.1 illustrates what MANET is. In general, a wireless node can be any computing equipment that employs the air as the transmission medium. As shown, the wireless node may be physically attached to a person, a vehicle, or an airplane, to enable wireless communication among them.
	[image: image1.emf]
Figure 1.1 Overview of Mobile Ad-hoc Network



In MANET, a wireless node can be the source, the destination, or an intermediate node of data transmission. When a wireless node plays the role of intermediate node, it serves as a router that can receive and forward data packets to its neighbor closer to the destination node. Due to the nature of an ad-hoc network, wireless nodes tend to keep moving rather than stay still. Therefore the network topology changes from time to time.
Wireless ad-hoc network have many advantages:

· Low cost of deployment: Ad hoc networks can be deployed on the fly; hence no expensive infrastructure such as copper wires or data cables is required. 

· Fast deployment: Ad hoc networks are very convenient and easy to deploy since there are no cables involved. Deployment time is shortened.
· Dynamic Configuration: Ad hoc network configuration can change dynamically over time. When compared to configurability of LANs, it is very easy to change the network topology of a wireless network.  
MANET has various potential applications. Some typical examples include emergency search-rescue operations, meeting events, conferences, and battlefield communication between moving vehicles and/or soldiers. With the abilities to meet the new demand of mobile computation, the MANET has a very bright future.
I.2
Current challenges
In a mobile ad hoc network, all the nodes cooperate with each other to forward the packets in the network, and hence each node is effectively a router. Thus one of the most important issues is routing. This thesis focuses mainly on routing issues in ad hoc networks. In this section, some of the other issues in ad hoc networks are described: 

· Distributed network: A MANET is a distributed wireless network without any fixed infrastructure. That means no centralized server is required to maintain the state of the clients. 

· Dynamic topology: The nodes are mobile and hence the network is self-organizing. Because of this, the topology of the network keeps changing over time. Consequently, the routing protocols designed for such networks must also be adaptive to the topology changes. 

· Power awareness: Since the nodes in an ad hoc network typically run on batteries and are deployed in hostile terrains, they have stringent power requirements. This implies that the underlying protocols must be designed to conserve battery life.

·  Addressing scheme: The network topology keeps changing dynamically and hence the addressing scheme used is quite significant. A dynamic network topology requires a ubiquitous addressing scheme, which avoids any duplicate addresses. In wireless WAN environments, Mobile IP [10] is being used. Because the static home agents and foreign agents are needed, hence, this solution is not suitable for ad hoc network.
· Network size: The ability to enable commercial applications such as voice transmission in conference halls, meetings, etc., is an attractive feature of ad hoc networks. However, the delay involved in the underlying protocols places a strict upper bound on the size of the network. 
· Security: Security in an ad hoc network is extremely important in scenarios such as a battlefield. The five goals of security – availability, confidentiality, integrity authenticity and non-repudiation - are difficult to achieve in MANET, mainly because every node in the network participates equally in routing packets. Security issues in MANETs are discussed in Chapter III.
1.3
Thesis target

The mobile ad hoc network is a new model of wireless communication and has gained increasing attention from industry. As in a general networking environment, mobile ad-hoc networks have to deal with various security threats. Due to its nature of dynamic network topology, routing in mobile ad-hoc network plays a vital role for the performance of the networks. It is understandable that most security threats target routing protocols – the weakest point of the mobile ad-hoc network. There are various studies and many researches in this field in an attempt to propose more secure protocols [1][2][16]. However, there is not a complete routing protocol that can secure the operation of an entire network in every situation. Typically a “secure” protocol is only good at protecting the network against one specific type of attacks.

Many researches have been done to evaluate the performance of secure routing protocols in comparison with normal routing protocols [1][4][6]. One of the objectives of this research is to examine the additional cost of adding a security feature into non-secure routing protocols in various scenarios. The additional cost includes delay in packet transmission, the low rate of data packets over the total packets sent, etc.
It is well known that the real-world network does not operate in an ideal working environment, meaning that there are always threats and malicious actions affecting the performance of the network. Thus, studying the performance of secure routing protocols in malicious environments is needed in order to effectively evaluate the performance of those routing protocols. In the thesis, I have implemented two secure routing protocols: a secure version of the dynamic source routing - DSR (ARIADNE) [1] and Secure Ad hoc On-demand Distance Vector routing protocol (SAODV)[2] in the OPNET simulation environments [23]. I will also create malicious scenarios by implementing several attacks in the simulation environments.       

By implementing secure routing protocols and running these two routing protocols in malicious environments, I have evaluated those secure routing protocols, and have proposed solutions to remove the weaknesses and/or to improve the performance of these secure routing protocols.
I.4
Thesis outline

This thesis is composed of six chapters. Following the Introduction Chapter (I), Chapter II classifies the routing protocols. The working description of two reactive protocols is provided. The chapter is concluded with a summary.
Chapter III discusses security issues in MANETs with a focus on secure routing in MANETs. It focuses on the attacks and exploits that are possible in an ad hoc wireless network. It explains the working mechanism of four of the state-of-the-art routing protocols including ARIADNE and Secure Ad hoc On-demand Distance Vector routing protocols.

Chapter IV discusses the simulation approach employed to study the performance of routing protocols in MANETs. A brief description of the OPNET Modeler simulator environment is provided. The scenarios, metrics and the issues faced are explained. A summary concludes the chapter.

Chapter V forms the core of this thesis and discusses the experiments carried out to analyze the performance of DSR, ARIADNE, AODV and SAODV. The experimental results and their analyses follow the experiments. 


Chapter VI concludes this thesis along with suggestions for future work in the area of mobile ad hoc networks.
CHAPTER II. Ad hoc Wireless Routing Protocols
II.1 
Classification of basic routing protocols
Routing protocols in ad hoc mobile wireless network can generally be divided into three groups [2] (Figure 2.1):
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Figure 2.1 Hierarchy of ad-hoc routing protocols


· Table driven: Every node in the network maintains complete routing information about the network by periodically updating the routing table. Thus, when a node needs to send data packets, there is no delay for discovering the route throughout the network. This kind of routing protocols roughly works the same way as that of routing protocols for wired networks.

· Source initiated (or demand driven): In this type of routing, a node simply maintains routes to active destination that it needs to send data. The routes to active destinations will expire after some time of inactivity, during which the network is not being used. 
· Hybrid: This type of routing protocols combines features of the above two categories. Nodes belonging to a particular geographical region or within a certain distance from a concerned node are said to be in the routing zone and use table driven routing protocol. Communication between nodes in different zones will rely on the on-demand or source-initiated protocols. 
In the rest of this chapter, I will give an overview of two of the most common routing protocols used in mobile ad hoc network: Dynamic Source Routing protocol (DSR) [8] and Ad hoc On-demand Distance Vector routing protocol (AODV) [9].
II.2 
Dynamic Source Routing protocol (DSR)

The Dynamic Source Routing Protocol [8] is one of the on-demand routing protocols, and is based on the concept of source routing. In source routing, a sender node has in the packet header the complete list of the path that the packet must travel to the destination node. That is, every node in the path just forwards the packet to its next hop specified in the header without having to check its routing table as in table-driven routing protocols. Besides, the nodes don’t have to periodically broadcast their routing tables to the neighboring nodes. This saves a lot of network bandwidth. The two phases of the DSR operation are described below:
· Route Discovery phase 


In this phase, the source node searches a route by broadcasting route request (RREQ) packets to its neighbors. Each of the neighbor nodes that has received the RREQ broadcast then checks the packet to determine which of the following conditions apply: (a) Was this RREQ received before ? (b) Is the TTL (Time To Live) counter greater than zero? (c) Is it itself the destination of the RREQ? (d) Should it broadcast the RREQ to its neighbors?  The request ids are used to determine if a particular route request has been previously received by the node. Each node maintains a table of RREQs recently received. Each entry in the table is a <initiator, request id> pair. If two RREQs with the same <initiator, request id> are received by a node, it broadcasts only the one received first and discards the other. This mechanism also prevents formation of routing loops within the network. When the RREQ packet reaches the destination node, the destination node sends a reply packet (RREP) on the reverse path back to the sender. This RREP contains the recorded route to that destination. 


Figure 2.2 shows an example of the route discovery phase. When node A wants to communicate with node G, it initiates a route discovery mechanism and broadcasts a request packet (RREQ) to its neighboring nodes B, C and D as shown in the figure. However, node C also receives the same broadcast packets from nodes B and D. It then drops both of them and broadcasts the previously received RREQ packet to its neighbors. The other nodes follow the same procedure. When the packet reaches node G, it inserts its own address and reverses the route in the record and unicasts it back on the reversed path to the destination which is the originator of the RREQ.


The destination node unicasts the best route (the one received first) and caches the other routes for future use. A route cache is maintained at every node so that, whenever a node receives a route request and finds a route for the destination node in its own cache, it sends a RREP packet itself instead of broadcasting it further. 
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Figure 2.2: Route Discovery in DSR



· Route Maintenance

The route maintenance phase is carried out whenever there is a broken link between two nodes. A broken link can be detected by a node by either passively monitoring in promiscuous mode or actively monitoring the link. As shown in Figure 2.3, when a link break (F-G) happens, a route error packet (RERR) is sent by the intermediate node back to the originating node. The source node re-initiates the route discovery procedure to find a new route to the destination. It also removes any route entries it may have in its cache to that destination node.
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Figure 2.3: Route Maintenance in DSR




DSR benefits from source routing since the intermediate nodes do not need to maintain up-to-date routing information in order to route the packets that they receive. There is also no need for any periodic routing advertisement messages. However, as size of the network increases, the routing overhead increases since each packet has to carry the entire route to the destination along with it. The use of route caches is a good mechanism to reduce the propagation delay but overuse of the cache may result in poor performance [7]. Another issue of DSR is that whenever there is a link break, the RERR packet propagates to the original source, which in turn initiates a new route discovery process. The link is not repaired locally. Several optimizations to DSR have been proposed, such as non- propagating route requests (when sending RREQ, nodes set the hop limit to one preventing them from re-broadcasting), gratuitous route replies (when a node overhears a packet with its own address listed in the header, it sends a RREP to the originating node bypassing the preceding hops), etc. A detailed explanation of DSR optimizations can be found in [8]. 

II.3 
Ad-hoc On-demand Distance Vector (AODV) routing protocol 

To find routes, the AODV routing protocol [9] uses a reactive approach and to identify the most recent path it uses a proactive approach. That is, it uses the route discovery process similar to DSR to find routes and to compute fresh routes it uses destination sequence numbers. The two phases of the AODV routing protocol are described below.
· Route Discovery


In this phase, RREQ packets are transmitted by the source node in a way similar to DSR. The components of the RREQ packet include fields such as the source identifier (SId), the destination identifier (DId), the source sequence number (SSeq), the destination sequence number (DSeq), the broadcast identifier (BId), and TTL. When a RREQ packet is received by an intermediate node, it could either forward the RREQ packet or prepare a Route Reply (RREP) packet if there is an available valid route to the destination in its cache. To verify if a particular RREQ has already been received to avoid duplicates, the (SId, BId) pair is used. While transmitting a RREQ packet, every intermediate node enters the previous node’s address and its BId. A timer associated with every entry is also maintained by the node in an attempt to delete a RREQ packet in case the reply has not been received before it expires. 


When a node receives a RREP packet, the information of the previous node is also stored in it in order to forward the packet to it as the next hop of the destination. This plays a role of a “forward pointer” to the destination node. By doing it, each node contains only the next hop information; whereas in the source routing, all the intermediate nodes on the route towards the destination are stored. 


Figure 2.4 depicts an example of route discovery mechanism in AODV. Suppose that node A wishes to forward a data packet to node G but it has not an available route in its cache. It then initiates a route discovery process by broadcasting a RREQ packet to all its neighboring nodes (B, C and D). 
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Figure 2.4: Route discovery in AODV




All the SId, DId, SSeq, DSeq, BId, and TTL fields are inserted in the RREQ packet. When RREQ packet reaches to nodes B, C and D, these nodes immediately search their respective route caches for an existing route. In the case where no route is available, they forward the RREQ to their neighbors; otherwise a comparison is made between the destination sequence number (DSeq) in the RREQ packet and the DSeq in its corresponding entry in the route cache. It replies to the source node with a RREP packet consisting of the route to the destination in the case the DSeq in the RREQ packet is greater. In Figure 2.4, node C gets a route to G in its cache and its DSeq is greater when compared with that in the RREQ packet. Consequently, it sends a RREP back to the source node A. By doing this, node A has already stored the path A-C-F-G. A RREP is also sent back by the destination node to the source. One possible route is A-B-E-G. The intermediate nodes on the path from source to destination make an update on their routing tables with the latest DSeq in the RREP packet.

· Route Maintenance


The way that the route maintenance mechanism works is described below. Whenever a node finds out a link break (via link layer acknowledgements or HELLO messages [9]), it broadcasts an RERR packet (in a way similar to DSR) to notify the source and the end nodes.  This process is illustrated in Figure 2.5. If the link between nodes C and F breaks on the path A-C-F-G, RERR packets will be sent by both F and C to notify the source and the destination nodes.


The main advantage of AODV is the avoidance of source routing to reduce the routing overload in a large network. Another good feature of AODV is its application of expanding-ring-search to control the flood of RREQ packets and search for routes to unknown destinations [10]. In addition, it also supplies destination sequence numbers, allowing the nodes to have more up-to-date routes. However, some notes have to be taken into consideration when using AODV. Firstly, it requires bidirectional links and periodic link layer acknowledgements to detect broken links. Secondly, unlike DSR, it needs to maintain routing tables for route maintenance unlike DSR.
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Figure 2.5: Route Maintenance in AODV



II.4 
Summary

There have been several routing protocols proposed for MANETs. This chapter presents a brief classification of the routing protocols and the basic working principles of two of them, DSR and AODV. 

Although MANETs provide unique advantages, they are faced with unique challenges as well, such as the dynamic topology, bandwidth constraint, media interference, etc. Among them, the security of the routing protocols always plays a vital role in MANET. Some improvements for the existing protocols have been proposed to achieve the goal of secure routing in MANET. Chapter III will provide a closer look at the security requirements and how existing protocols are improved to meet these requirements. 
CHAPTER III. Security aware routing protocols
MANETs have certain unique characteristics that make them vulnerable to several types of attacks. Since they are deployed in an open environment where all nodes co-operate in forwarding the packets in the network, malicious nodes are difficult to detect. Hence, it is relatively difficult to design a secure protocol for MANET, when compared to wired or infrastructure-based wireless networks. This section discusses the security goals for an ad hoc network. Sample attacks and threats against existing MANET routing protocols are then discussed. I then discuss the working of two secure routing protocols to address these threats, ARIADNE [1] and SAODV [2]. 

III.1    Security Goals

To secure the routing protocols in MANETs, researchers have considered the following security services: availability, confidentiality, integrity, authentication and non-repudiation [3][10][15]. 

Availability guarantees the survivability of the network services despite attacks. A Denial-of-Service (DoS) is a potential threat at any layer of an ad hoc network. On the media access control layer, an adversary could jam the physical communication channels. On the network layer disruption of the routing operation may result in a partition of the network, rendering certain nodes inaccessible. On higher levels, an attacker could bring down high-level services like key management service. 

Confidentiality ensures that certain information be never disclosed to unauthorized entities. It is of paramount importance to strategic or tactical military communications. Routing information must also remain confidential in some cases, because the information might be valuable for enemies to locate their targets in a battlefield.

Integrity ensures that a message that is on the way to the destination is never corrupted. A message could be corrupted because of channel noise or because of malicious attacks on the network.

Authentication enables a node to ensure the identity of the peer node. Without authentication, an attacker could masquerade as a normal node, thus gaining access to sensitive information.

Non-repudiation ensures that the originator of a message cannot deny that it is the real originator. Non-repudiation is important for detection and isolation of compromised nodes. 

The networking environment in wireless schemes makes the routing protocols vulnerable to attacks ranging from passive eavesdropping to active attacks such as impersonation, message replay, message littering, network partitioning, etc. Eavesdropping is a threat to confidentiality and active attacks are threats to availability, integrity, authentication and non-repudiation. Nodes roaming in an ad hoc environment with poor physical protection are quite vulnerable and they may be compromised. Once the nodes are compromised, they can be used as starting points to launch attacks against the routing protocols. 

III.2    Attacks and exploits on the existing protocols

In general, the attacks on routing protocols can generally be classified as routing disruption attacks [16][19] and resource consumption attacks [16][19]. In routing disruption attacks, the attacker tries to disrupt the routing mechanism by routing packets in wrong paths; in resource consumption attacks, some non-cooperative or selfish nodes may try to inject false packets in order to consume network bandwidth. Both of these attacks are examples of Denial of Service (DoS) attacks. Figure 3.1 depicts a broader classification of the possible attacks in MANETs.
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Figure 3.1: Classification of attacks on MANET routing protocols [16]


· Attacks using Modification

In this type of attacks, some of the protocol fields of the messages passed among the nodes are modified, thereby resulting in traffic subversion, redirection or Denial of Service (DoS) attacks. The following sections discuss some of these attacks.
· Modification of route sequence numbers:  This attack is possible against the AODV protocol. The malicious node can change the sequence number in the route request packets or route reply packets in order to make the route fresh. In Figure 3.2, malicious node M receives a route request RREQ from node B that originates from node S and is destined for node X. M unicasts a RREP to B with a higher destination sequence number for X than the value last advertised by X. The node S accepts the RREP and then sends the data to X through M. When the legitimate RREP from X gets to S, if the destination number is less than the one advertised by M, then it will be discarded as a stale route. The situation will not be corrected until a valid RREP with higher sequence number than that of M gets to S.
· Modification of hop count: This type of attacks is possible against the AODV protocol in which a malicious node can increase the chance that they are included in a newly created route by resetting the hop count field of a RREQ packet to a lower number or even zero. Similar to route modification attack with sequence number, the hop count field in the routing packets is modified to attract data traffic.
· Modification of source route: This attack is possible against DSR which uses source routes and works as follows. In Figure 3.2, it is assumed that the shortest path exists from S to X. It is also assume that C and X cannot hear each other, that nodes B and C cannot hear each other, and that M is a malicious node attempting a denial-of-service attack. Suppose S sends a data packet to X with the source route S-A-B-C-D-X. If M intercepts this packet, it removes D from the list and forwards it to C. C will attempt to forward this packet to X which is not possible since C cannot hear X. Thus M has successfully launched a DoS attack on X.
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Figure 3.2: An example of route modification attack [16]


· Attacks using Impersonation

This type of attacks violates authenticity and confidentiality in a network. A malicious node can impersonate or spoof the address of another node in order to alter the vision of the network topology as perceived by another node. Such attacks can be described as follows in Figure 3.3
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Figure 3.3: An example of impersonation attack [19]


  Node S wants to send data to node X and initiates a Route Discovery process. The malicious node M, closer to node S than node X, impersonates node X as X’. It sends a route reply (RREP) to node S. Without checking the authenticity of the RREP, node S accepts the route in the RREP and starts to send data to the malicious node. This type of attacks can cause a routing loop within the network. 
· Attacks using Fabrication
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Figure 3.4: An example of fabrication attack [19]



In this type of attacks, a malicious node tries to inject fake messages or routing packets to disrupt the routing mechanism. These attacks are difficult to detect in a MANET since the routing packets appear to be legitimate packets to the nodes processing them. Attacks by fabrication are discussed in [16] and [19]. Figure 3.4 is an example of fabrication attacks. Node S wants to send data to node X, so it broadcasts a route request in order to find the route to node X. Malicious node M pretends to have a cached route to the destination X, and returns route reply to the source node (S). The source node, without checking the validity of the RREP, accepts the RREP and starts to send data through M. Furthermore, malicious nodes can fabricate RERR to advertise a link break to a certain node in a MANET with AODV or DSR protocols. 
· Special Attacks

In addition to the attacks described above, there are two other severe attacks which are possible against routing protocols such as AODV and DSR. 
· Wormhole Attack: The wormhole attack [18] is a severe type of attacks in which two malicious nodes can forward packets through a private “tunnel” in the network as shown in Figure 3.5. 
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Figure 3.5: An example of wormhole attack [18]


Here, M1 and M2 are two malicious nodes which link through a private connection. Every packet that M1 receives from the network is forwarded through “wormhole” to node M2, and vice versa. This attack disrupts routing protocols by short circuiting the normal flow of routing packets. Such a type of attack is difficult to detect in a network, and may severely damages the communication among the nodes. Such an attack can be prevented by using packet leashes [18], which authenticate the timing information in the packets to detect faked packets in the network. 

(b) Black hole attack: A node advertises a zero metric for all destinations causing all nodes around it to route data packets towards it. The AODV protocol is vulnerable to such an attack. This type of attack is described in detail in [20].

After a discussion of the attacks and exploits in the routing protocols, the next section discusses two secure routing protocols for ad hoc wireless networks. 

III.3
Proposed solutions
Several security aware routing protocols have been proposed. In this thesis, I have chosen to work with two of them, ARIADNE and Secure Ad hoc On-demand Distance Vector (SAODV), both of which are fairly popular and represent state-of-the-art secure routing solutions in MANETs.
III.3.1
ARIADNE
It is a proposal by Hu, Perrig and Johnson, and is based on DSR. ARIADNE [1] relies only on efficient symmetric cryptography. It ensures the authentication and the integrity of the routing packets:
· The destination node of a route discovery process can authenticate the source node. 
· The source node can authenticate each intermediate node present on the path to the destination in the RREP message, and can ensure that no intermediate node is removed from the node list in the RREQ or RREP messages.

ARIADNE can authenticate routing messages using one of three schemes: (i) shared keys between each pair of nodes, (ii) shared keys between communicating nodes combined with broadcast authentication, and (iii) digital signatures. ARIADNE’s authors assume that there exists a key distribution scheme for each authentication scheme. In the scope of this thesis, I discuss the use of ARIADNE with Timed Efficient Stream Loss-tolerant Authentication (TESLA) [21], an efficient broadcast authentication scheme that requires time synchronization. Using pair-wise shared keys avoids the need for synchronization, but at the cost of higher key setup overhead; broadcast authentication such as TESLA also allows some additional protocol optimizations. ARIADNE needs a mechanism to enable each node to share a secret key (i.e., KSD between source and destination). A TESLA key for each node in the network for each node must be securely set up for each node in the network.

· TESLA broadcast authentication protocol

ARIADNE uses the TESLA [21] broadcast authentication protocol for authenticating routing packets. TESLA is efficient in a way that it adds only a Message Authentication Code (MAC) to a routing packet in order to achieve the broadcast authentication. A MAC can provide point-to-point authentication between two nodes using the same shared key. However, for broadcast communication, the receiving nodes need to know the MAC key to authenticate the message. This is a vulnerability that may allow any receiving node to forge packets and impersonate the sender. TESLA solves this issue by relying on the clock synchronization and delayed key disclosure.
In order to use TESLA , each sending node generate a one-way key chain by choosing an initial TESLA key KN and repeatedly applying a one-way hash function H on this initial value. The equation is Ki = H[Ki+1] = HN-i[KN] [21]. To authenticate any received value on the one-way chain, a node applies this equation to the received value to check if the computed value matches a previous received key on the chain. For example, in order to authenticate Ki, we use the equation Kj = Hi-j[Ki] to compute a value of Kj. If this value matches the previously received value of Kj then Ki is authenticated.
Each sending node decides a schedule to disclose each key of its one-way key chain, in the order K0, K1, ..., KN. A simple key disclosure schedule, for example, would be to publish key Ki at time T0 +i*t, where T0 is the time at which K0 is disclosed, and t is the key disclosure interval. TESLA relies on a receiving node to check which keys a sending node may have already disclosed. To do it, a receiving node calculates the time synchronization between nodes. For example, let D be the maximum difference between any two nodes; the value D must be known by all nodes. To send a packet, the sending node picks a key Ki from its one-way key chain, uses the key to generate a MAC value. This MAC value is attached to the packet. On receiving a packet authenticated with TESLA, the receiving node checks if the Ki has been disclosed by verifying  
tr  <= (T0 + i*t −D) – which is called TESLA condition. If this inequality is true, that means Ki has not yet been disclosed. Otherwise the key may have already disclosed and an attacker may have forged the packet.
However, if this check is successful, the receiving node buffers the packet and waits for the sender to publish key Ki; when the receiver receives Ki, it first authenticates Ki by using the equation Kj = Hi-j[Ki], and then authenticates stored packets authenticated with a key Kj, where j <= i.
· Route Discovery phase

In ARIADNE, the basic RREQ message contains eight fields [1] (as shown below) that are used to provide authentication and integrity to the routing protocol. 

<ROUTE REQUEST, initiator, target, id, time interval, hash chain, node list, MAC list>. 
The initiator and target are the address of the source and the destination nodes respectively. Like DSR, the source sets the id to an identifier that it has not recently used in initiating a RREQ. The time interval is a TESLA related parameter that is the pessimistic expected arrival time of the request at the destination. The source of the RREQ then initializes the hash chain to MACKSD (initiator, target, ID, time interval), the node list and the MAC list to empty lists.

When a node A receives a RREQ for which it is not the destination, the node checks its local table of <initiator, id> values from recent requests it has received, to see if it has already received the same RREQ. If it has, the node discards the packet, as in DSR. The node also checks whether the time interval in the request is valid, based on the following TESLA condition: the key corresponding to it must not have been disclosed yet. If the TESLA condition is not met, the node discards the packet. Otherwise, the node modifies the request by appending its own address (A) to the node list in the request, replacing the hash chain field with H [A, hash chain], and appending a MAC of the entire RREQ to the MAC list. The node uses the TESLA key KAi to compute the MAC, where i is the index for the time interval specified in the request. Finally, the node rebroadcasts the modified RREQ. 
When the destination node (aka. the target node) receives the RREQ, it checks the TESLA condition, and that the hash chain field is equal to:

H [hn , H [hn-1 , H [ . . . , H [h1 , MACKsd (initiator, target, id, time interval) ]..] ] ] where hi is the node address at position i of the node list in the RREQ, and n is the number of nodes in the node list. If the target node determines that the RREQ is valid, it returns a RREP to the source node, containing eight fields: 
<ROUTE REPLY, target, initiator, time interval, node list, MAC list, target MAC, key list> 

Figure 3.6 illustrates a Route Discovery process using ARIADNE.
	Route to be found: S -> A -> B -> C -> D

RREQ Message  M =  (Request, S, D, id, ti)


	Time

	Actions

	1
	S: h0 = MAC Ksd (M)

S broadcasts: (M, h0, (), ())


	2
	A: h1  = H(A, h0)

MA = MACKAti (M, h0, (A), ())

A broadcasts: (M, h1, (A), (MA))


	3
	B: h2  = H(B, h1)

MB = MACKBti (M, h2, (A,B), (MA))

B broadcasts: (M, h2, (A, B), (MA, MB))


	4
	C: h3  = H(C, h2)

MC = MACKCti (M, h3, (A,B), (MA, MB))

C broadcasts: (M, h3, (A, B, C), (MA, MB, Mc))


	5
	Destination (D) checks if h3=H[C, H[B, H[A, MAC Ksd (M) ]]]

RREP Message M = (Reply, D, S, ti, (A,B,C), (MA, MB, Mc))

	6
	D:

MD = MAC Ksd (M)
D sends RREP to C: (M, MD, () )


	7
	C sends RREP to B: (M, MD, (KCti) )


	8
	B sends RREP to A: (M, MD, (KCti, KBti) )


	9
	A sends RREP to S: (M, MD, (KCti, KBti, KAti) )



	Figure 3.6: An example of ARIADNE Route Discovery process


The target, initiator, time interval, node list, and MAC list fields are set to the corresponding values from the RREQ. The target MAC is set to a MAC computed on the preceding fields in the reply with the key KSD, and the key list is initialized to the empty list. The RREP is sent back to the initiator of the request along the route obtained by reversing the sequence of hops in the node list of the request.

An intermediate node that forwards the RREP waits till it is able to disclose its key from the time interval specified. Afterwards it appends its key from that time interval to the key list field in the reply and forwards the packet according to the route indicated in the packet. 

When the originator receives a RREP, it verifies that each key in the list is valid, that the target MAC is valid, and that each MAC in the MAC list is valid. After the success of this test, the node accepts the RREP. 
· Route Maintenance phase

TESLA handles the authentication of RERR messages in a way similar to how the RREQ messages are handled. In order to avoid the injection of invalid route errors (RERR) into the network by any node other than the node that sees a broken link, each node on the return path to the source node just forwards the RERR.  On the other hand TESLA authentication is delayed, so all the nodes on the return path buffer the error but do not process it until it is authenticated. Later, the node that saw the broken link discloses the key and sends it over the return path, which enables nodes on that path to authenticate the buffered error message. The RERR contains six fields
<ROUTE ERROR, sending address, receiving address, time interval, error MAC, recent TELSA key >
ARIADNE is secure against the wormhole attacks only in its advanced version that uses the TIK (TESLA with Instant Key disclosure) protocol [18] which allows for very accurate time synchronization between the nodes of the network. It can also detect anomalies in routing traffic flows in the network.
III.3.2
SAODV
The Secure Ad hoc On-Demand Distance Vector (SAODV) protocol [2] was proposed to answer the challenge of securing a MANET network. SAODV is an extension of the AODV routing protocol, and it can be used to protect the route discovery mechanism by providing security features like integrity, authentication and non-repudiation.

SAODV assumes that each ad hoc node has a signature key pair from a suitable asymmetric cryptosystem. Further, each node is capable of securely verifying the association between the address of other node and the public key of that node. A key management scheme is needed for SAODV. Two mechanisms are used to secure the AODV messages: 

· Digital signatures to authenticate the non-mutable fields of the messages, and 
· Hash chains to secure the mutable hop count field of the message. 
For the non-mutable fields, authentication can be performed in a point-to-point manner, but the techniques cannot be applied to the mutable information. Route error messages are protected in a different manner because of a big amount of mutable information. According to the author [2], it is not important which node started the route error and which nodes are just forwarding it. The important information is that a neighbor node is informing other nodes that it is not able to route messages to certain destinations anymore. Therefore, every node (generating or forwarding a route error message) uses digital signatures to sign the whole RERR message and that any neighbor that receives RERR verifies the signature. The RREQ and RREP have the following extension fields

<Type, Length, Hash function, Max Hop Count, Top hash, Signature, Hash >

The RERR has the following extension fields

<Type, Length, Reserved, Signature >

· SAODV hash chains 
Hash chain is used to check the integrity of the hop count field of RREQ and RREP messages by allowing every node that receives the message to verify that the hop count has not been modified by malicious nodes. A hash chain is formed by repeatedly applying a one-way hash function to a seed number. 
Every time a node initiates a RREQ or a RREP message, it performs the following operations [2]:

· Generates a random number (seed).

· Sets the Max_Hop_Count field to the TimeToLive value (from the IP header).
Max_Hop_Count  =  TimeToLive
· Sets the Hash field to the seed value. 
Hash = seed
· Sets the Hash_Function field to the identifier of the hash function that it is going to use. The possible values are shown in Table 3.1. 
	Value

	Hash function


	0

	Reserved


	1

	MD5HMAC96


	2

	SHA1HMAC96


	3 - 127

	Reserved


	128 - 255

	Implementation dependent



	Table 3.1 Possible values of the Hash function field



· Calculates Top_Hash by hashing seed Max_Hop_Count times.  
Top_Hash = hMax_hop_count(seed)

Where:

· h is a hash function.

· hi(x) is the result of applying the function h to x i times.

Every time a node receives a RREQ or a RREP message, it performs the following operations in order to verify the hop count:

· Applies the hash function h Max_Hop_Count minus Hop_Count times to the value in the Hash field, and verifies that the resultant value is equal to the value contained in the Top Hash field.

Top_Hash  =  hMax_Hop_Count – Hop_Count (Hash)

· Before re-broadcasting a RREQ or forwarding a RREP, a node applies the hash function to the Hash value in the Signature Extension to account for the new hop Hash = h(Hash) 
The Hash_Function value indicates which hash function has to be used to compute the hash. Hash_Function, Max_Hop_Count, Top_Hash, and Hash fields are transmitted in the Signature Extension. And, as it will be explained in the next subsection, all of them but the Hash field are signed to protect the origin integrity.

· SAODV digital signatures

Digital signature is used to protect the integrity of the non-mutable data in RREQ and RREP messages. That is, every field except the Hop_Count of the AODV message and the Hash from the SAODV extension are signed.  
There is a problem in applying digital signatures. That is, AODV allows intermediate nodes to reply to a RREQ messages if they have a cached route to that destination. This feature makes the protocol more efficient, but it also makes it more difficult to secure. The RREP message generated by an intermediate node should be signed on behalf of the final destination. The author of the protocol presents 2 solutions to this problem [2]: 
· The first solution is that, if an intermediate node cannot properly sign its RREP message, it just ignores the RREQ as if it does not have the cached route and forwards the RREQ message. 
· The second solution is that, every time a node generates a RREQ message, it also includes the RREP flags, the prefix size and the signature that can be used by any  intermediate node (which creates a reverse route to the originator of the RREQ) to reply to the RREQ message. Moreover, when an intermediate node generates a RREP message, the lifetime of the route has changed from the original one. Therefore, the intermediate node should include both lifetimes (the old one is needed to verify the signature of the route destination) and sign the new lifetime. In this way, the original information of the route is signed by the final destination and the lifetime is signed by the intermediate node. To distinguish the different SAODV extension messages, the ones that have two signatures are called RREQ and RREP Double Signature Extension. 
Upon receiving a RREQ message, a node first verifies the signature before creating or updating a reverse route to the source of the RREQ. If the RREQ was received with a Double Signature Extension, then the node will also store the signature for the RREP and the lifetime (which is the ‘reverse route lifetime’ value) in the route entry. An intermediate node will reply to a RREQ with a RREP only if it fulfills the AODV’s requirements and the node has the corresponding signature and old lifetime to put into the Signature and Old Lifetime fields of the RREP Double Signature Extension. Otherwise, it will rebroadcast the RREQ as it has no cached route. When the destination receives a RREQ, it will reply with a RREP with a Single Signature Extension. When a node receives a RREP, it first verifies the signature before creating or updating a route to that host. If the signature verification is successful, it will store the route with the signature of the RREP and the lifetime. Otherwise the RREP is discarded. 
III.4
Summary
This chapter provides an overview of the security issues in MANETs. It classifies the attacks that are possible against the existing routing protocols. An understanding of these attacks and their impacts on the routing mechanism will help researchers in designing secure routing protocols. This chapter also gives a brief survey of two secure routing protocols for MANETs – ARIADNE and SAODV. These protocols are just two among various solutions that have been proposed and researched. It is obvious that most of these secure protocols are based upon the existing routing protocols. By adding security “layers”, they bear additional performance costs when compared to the underlying protocols. Some performance evaluations of these protocols have been conducted to better understand the tradeoffs between performance and security [1][4][6]. 

However, more research is needed to understand the performance of these secure protocols in the “real” environments with various exploits and malicious actions. 

Chapters IV and V will discuss more about these issues, and present a set of experiments that were designed to evaluate the performance of secure routing protocols in malicious scenarios.
Chapter IV.  Experimental Setup

IV.1
Simulation tool

One common method to conduct research in the networking and security fields is to simulate and evaluate the protocol(s) in various scenarios. Fortunately, there are various computer simulation applications that are available for doing those tasks, such as NS-2 [22], OPNET [23], GLOMOSIM [24], etc. My thesis is heavily based on the implementation and experiments in the OPNET simulation environment. OPNET Modeler [23] was chosen as a simulation environment because it is one of the leading environments for network modeling and simulation. It supports large number of built-in industry standard network protocols, devices, and applications. In addition, its programming library helps researchers to easily modify the network elements and measure their performance in the simulation environment. OPNET also provides rich data analysis features.
OPNET architecture
OPNET provides a comprehensive environment to model and do performance evaluation of networks and distributed systems. The OPNET package includes numbers of tools. Those tools fall into three categories corresponding to the three phases of modeling and simulation projects: Specification, Simulation and Data Collection, and Analysis. These phases should necessarily be in sequence and form a simulation cycle as in Figure 4.1.

OPNET uses the concept of modeling domains to represent its modeling environments, and graphical editors for editing the Network, Node and Process models. Specifically, there are several editors in OPNET: project editor, node editor, process editor, external system editor, link model editor, packet format editor, Interface Control Information editor, and probability density function editor.
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	Figure 4.1: Simulation Cycle in OPNET



Network Domain is used to define the network topology of a communication network. The communicating entities are called nodes. Network domain is created by using the Project editor tool of the OPNET modeler. 

Node Domain describes nodes’ internal architecture in terms of functional elements in the node and data flow between them.

Process defines the behavior of processes, including protocols, algorithms and application, specified using infinite state machines and an extended high-level language.

External System specifies the interfaces to the models provided by other simulators running concurrently with an OPNET simulation (a co-simulation).
OPNET Modeler Wireless Support
The Wireless module in OPNET provides a flexible and scalable wireless network modeling environment, including a broad range of powerful technologies. The Wireless module integrates OPNET’s full protocol stack modeling capability, including MAC, routing, higher layer protocols, and applications, with the ability to model all aspects of wireless transmissions, including:

· Radio Frequency propagation (path loss with terrain diffraction, fading, and atmospheric and foliage attenuation)

· Interference

· Transmitter/receiver characteristics

· Node mobility, including handover

· Interconnection with wire-line transport networks

The wireless module has rich protocol model suites to optimize the R&D processes, and more effectively design technologies such as MANET, 802.11, 3G/4G, Ultra Wide Band, 802.16, Bluetooth, and Transformational Communications systems. Wireless network planners, architects, and operations professionals can analyze end-to-end behavior, tune network performance, and evaluate growth scenarios for revenue-generating network services.
Implementing the Protocols in the OPNET Modeler

In this thesis, I have implemented two secure routing protocols, SAODV and ARIADNE, in the OPNET Modeler simulation environment, using the Application Programming Interface [23] functions of the OPNET development kit and the embedded C language. The malicious feature of a wireless node is integrated into the routing protocol model, so that each wireless node can be easily switched back and forth between the normal mode and the malicious mode. 

We can use the C/C++ language to implement/modify the behavior of a module. For easy development, OPNET provides quite a large library with over 400 predefined functions and procedures [23]. 
Figure 4.2 shows steps to add new secure routing protocols ARIADNE and SAODV into the OPNET Modeler. ARIADNE and SAODV are respectively based on the DSR and AODV protocols, which are supported in OPNET, so I did not have to re-implement the whole protocols. Instead, I duplicate the original protocols (DSR and AODV) and then add security features to turn them into the secure versions (that is, ARIADNE and SAODV).
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	Figure 4.2: Steps to add new secure routing protocols into OPNET


Step 2 in Figure 4.2 (Add security features into new protocols) is further concretized in Figure 4.3. At the origin nodes that generate the routing packets, the security fields are added into the routing packets at the packet creation phase of the routing process. These security fields will be verified against the secure conditions at the intermediate nodes and at the destination node. If the security conditions are not met, the nodes will discard the routing packets; otherwise they accept the packets and proceed to next appropriate processing phase. These conditions are defined by each specific protocol and added at the processing phase of the routing process.
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	Figure 4.3: Procedure to add security features into existing protocols in OPNET



Table 4.1 lists a set of cryptographical functions that are used in the simulation to add security fields and check the security conditions of the routing packets (as in Step 2 of Figure 4.2).
	Function Name

	Purpose


	initialize_hash (<arguments>)

	Convert a string into an array of bytes

	generate_hash_chain (<arguments>))

	Hash an array for a given number of times


	generate_signature (<arguments>))

	Generate a digital signature based on the private/public key pair of a wireless node


	publickey_extraction (<arguments>))

	Get the public key of a wireless node (to be sent to other nodes)

	verify_signature (<arguments>))

	Verify the signature of a routing packet


	verify_hop_count (<arguments>))

	Verify the hop count field contained in a routing packet


	initialize_mac (<arguments>))

	Generate a hash value based on the MD5 algorithm


	ariadne_generate_hash (<arguments>))

	Generate a hash value for the ARIADNE protocol


	ariadne_verify_hash (<arguments>))

	Verify the hash values in an ARIADNE routing packet


	ariadne_verify_mac (<arguments>))

	Verify a list of MAC values in an ARIADNE routing packet



	Table 4.1: List of  cryptographical functions in the simulation


Implementing the Attack Models in the OPNET Modeler


In the simulation, the attack models are implemented as part of the routing process. Figure 4.4 illustrates how attack models are integrated into the routing processes. Each wireless node, during the routing process, will check if it itself is a malicious node. If it is, it will turn on the appropriate attacking process; otherwise, it will process the routing packets as a normal node.
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Figure 4.4: Procedure to integrate attack models in the routing process


Running Simulations in the OPNET Modeler and Collecting Experiment Results 

Figure 4.5 shows the steps to run experimental scenarios in OPNET. There are two ways to collect the experimental data from OPNET. The first approach is to use the OPNET Statistic Analysis tool. Values such as average number of routing packets, number of data sent or received over various points during the simulation time, etc., are collected by this tool. Other values like average number of end-to-end delay of data packets are dumped into a scalar file. This scalar file needs to be converted into a text file to be readable by other tools.  
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Figure 4.5: The flow chart illustrating the process of running simulation experiments  and collecting experimental data 


For this thesis, I use OPNET Statistic Analysis tool to collect simulation data.  Microsoft Excel is used to graph the colleted data.
IV.2
Attack models

Four routing attack models were implemented for each of the protocols. Table 4.2 summarizes the implemented attack models. 
	Protocol

	Attack-1

	Attack-2

	Attack-3


	DSR

	Route Drop

	Route modification 
	Route Fabrication

	ARIADNE

	Route Drop
	Route modification

	Route Fabrication


	AODV

	Route Drop

	Route modification

	Impersonation

	SAODV

	Route Drop

	Route modification

	Impersonation



	Table 4.2: Implementation matrix of routing attack models


· Route Drop attack [14]:

This is a primitive type of attack on MANET routing protocols. It affects the availability of the network. A malicious wireless node simply drops the routing packets that go through it. The routing packets include route request packets, route reply packets, and route error packets. This attack will cause more routing traffic to be generated and increase the load of the network (or in some cases cause the network to be congested). This type of routing attacks can be applied to any routing protocol, including the secure version of the routing protocols. In this thesis, I implement this attack for all of the protocols, by allocating a subset of the wireless nodes to be the malicious nodes implementing this type of attacks.
· Route Modification attack [19][26]:

This type of routing attack affects the integrity of routing packets. The malicious wireless node tries to alter the routing information contained within the routing packets. The purpose of the attack is to attract more data traffic to go through the malicious node, which then can read or manipulate the data traffic. 

For DSR and ARIADNE, the malicious node will modify the route list within the route reply packets, in an attempt to make it itself become one of the nodes in the shortest route, so that the chance that the data traffic will go through it will be higher.

For AODV and SAODV, the malicious node will decrement the hop count value by one, and increment the destination number value by one within the route reply packets, in an attempt to make the route that contains it itself to become more attractive to the data source nodes, so that the chance that data traffic will go though it may become higher. 

This route modification attack is implemented for all of the protocols. The operation of these protocols is then evaluated.

· Fabrication attack [19][26]: 
This type of attacks is implemented for DSR and ARIADNE protocols. The attack affects the origin integrity of routing packets. The malicious node, upon receiving the route request (RREQ) for a destination, will act as if it has the cached route to that destination, by returning the route reply (RREP) to the source of the route request packet. The malicious node hopes that its route reply will be chosen as the shortest route to the destination. 

ARIADNE comes with three message authentication schemes [1].  which rely on the TESLA broadcast authentication and a shared secret between each pair of communicating nodes. Although ARIADNE is based on DSR, the authors of ARIADNE do not mention one of the important features of DSR, that is, the cached route reply function. In DSR, this function helps to shorten the route discovery phase by allowing an intermediate node to return the RREP if it happens to have a fresh route in its route cache. There are two possible reasons why the authors of ARIADNE choose to “ignore” the cached route reply feature in DSR: 

· First, the source node has no way of knowing in advance which intermediate node may reply to the route request message, so it has no way of knowing which of the shared keys needs to be used to authenticate the RREP packet. It is due to the fact that the shared key is known by 2 communicating nodes only.
· Second, the intermediate node can not provide the MAC list of a cached route for security route check because the TESLA keys used to compute the MAC values are disclosed for long time and they can used to a create faked route .Hence, the malicious node can fabricate a route reply with fake cached route to fool the source node. 
In this thesis, I turn on the cached route reply function, and implement the case that the malicious nodes will reply to every route request packet coming in. Particularly, due to the design of ARIADNE’s authentication scheme, the route reply from intermediate nodes can not be checked against the integrity and per-hop hashing [1]. I evaluate how the ARIADNE protocol is affected by this particular type of attacks.    

· Impersonation attack [19][26]: 
This type of attacks is implemented for AODV and SAODV protocols, and it violates the origin integrity of routing packets. Upon receiving the route request (RREQ) packets, the malicious node will act as it were the destination of the route request, and send a route reply (RREP) packet back to the source of the route request. The source of the route request, having received the faked route reply, will think it finds a way to the expected destination and may send the data to that faked destination.

This attack may even happen to SAODV protocol, if it doesn’t check the public key validity of the source of the route reply with a Certificate Authority. The malicious nodes can easily impersonate the destination and forge a fake route reply. In this thesis, I implement the situation where the malicious nodes will reply to every route request it receives. With SAODV protocol, I implement two cases of authentication (with and without Certificate Authority), and evaluate the difference in operation of the protocol in these cases.
 IV.3
Metrics for evaluation

1. Packet Delivery Fraction (PDF): This is the output of total number of received data packets divided by total number of sent data packets. 

This metric gives an estimate of how efficient a routing protocol is, since the number of routing packets sent per data packet gives an idea of how well the protocol keeps the routing information updated. The higher the NRL metric is, the higher the overhead of routing packets and consequently the lower the efficiency of the protocol.
2. Normalized Routing Load (NRL): This is the total number of routing packets sent divided by the total number of data packets received. This accounts for the overhead of the routing protocols. The number of total routing packets includes the number of route request packets (RREQ), route reply packets (RREP), route error packets (RERR), acknowledgement packets, hello protocol packets, etc.

This metric gives an estimate of how efficient a routing protocol is, since the number of routing packets sent per data packet gives an idea of how well the protocol keeps the routing information updated. The higher the NRL metric is, the higher the overhead of routing packets and consequently the lower the efficiency of the protocol.
IV.4 
Scenario setup

In this thesis, I set up a network with 25 wireless nodes moving at random, each with various speed between 1 and 10 meters per second, which is the average speed of a walking person or a running vehicle. This is a medium group that represents some of the typical scenarios, such as a rescue team working in a disastrous area, a group of moving vehicles in the city, a squad of soldiers or armored vehicles in an army operation, or a place of an event. The pause time values represent the movement of the objects. Each of the objects can move at a random direction, stop for some time (per the pause time), and then change its direction at random and move again. The traffic pattern models the voice data transferred from one node to the other. The data is sent at a rate of 2 kbps to represent compressed voice data. The number of data source nodes is chosen based on the assumption that a half of the nodes send the data and a half of the nodes receive the data. The destination of data is determined at random to mimic the real situations. The simulation scenario is summarized below:
· Mobility Model: Random Waypoint
· Simulation time: 400 seconds

· Network setup:

· Number of nodes: 25 

· Mobility model: random mobility

· Simulation Area: 4000m x 4000 m

· Node speed : 1-10 m/second

· Mobility pause time values (seconds): 0, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100.

· Number of data source: 10 nodes–node 8, 9, 11, 13, 14, 15, 17, 22, 23 ,24

· Traffic pattern: 

· Type of traffic: Constant Bit Rate (voice)

· Packet size: 512 bytes (or ~ 4096 bits)

· Sending frequency: 4 packets/second

· Traffic destination: random

To create the malicious environments, five nodes are selected to launch the attacks discussed in the previous section. The attacks are launched separately with various numbers of malicious nodes. Table 4.2 shows the nodes assigned to implement the attacks, given different number of malicious nodes. 

	Number of malicious nodes

	Malicious nodes assigned


	1

	node 24


	2

	node 24, node 3


	3

	node 24, node 3, node 7


	4

	node 24, node 3, node 7, node 16


	5

	node 24, node 3, node 7, node 16, node 18



	Table 4.3 : Malicious node assignment


The order in which malicious nodes are involved in attacking the network remains the same for each protocol’s evaluation. 

Figure 4.6 illustrates the initial layout of the experimental network.
	
[image: image17.emf]Malicious node

Data source 

node


Figure 4.6: Network setup for the experiments


I call the scenario with no attack as the “baseline” scenario. The main characteristics of the malicious environments include the type of attacks, and the number of malicious nodes within the networks, both of which were chosen as the control parameters. To simulate the malicious environments, I create scenarios with the same network setup. I turn the selected normal nodes (see Table 4.3) into malicious nodes one after another, and assign a particular type of network attack to each of these nodes (per Table 4.2). In this thesis, the number of malicious nodes goes from 1 to 5. That is, up to 20% of the nodes may be malicious. I also have three types of attacks for each routing protocol. They are assigned to the malicious nodes in separate scenarios.     

Given combination of parameters, such as the number of protocols (4), the types of attacks, the number of malicious nodes, etc., consequently 60 different scenarios were created. Furthermore, there is a special case for one of the attacks for the SAODV protocol (that is, impersonation attack without public key verification enabled). Five more scenarios were created for this special case. So the total number of malicious scenarios is 65. 

For each malicious scenario, I run it with 11 different pause time values, the same as in the “baseline” scenario, to collect two metrics. The average numbers of 11 runs are used to evaluate the performance of the protocols in malicious environments, in comparison with their performance in the respective “baseline” cases. The metrics collected through running the “baseline” and the malicious scenarios are discussed in the next section.
IV.5
Summary

This chapter discusses the simulation-based approach to performance study of routing protocols in MANETs. It gives an introduction to the OPNET Modeler simulator and its provided supports. The chapter also discusses the general approach that is used to conduct the research in the OPNET environment. Some attack models adopted for simulating malicious nodes in an ad hoc network are also discussed. These attack models are implemented in order to simulate the malicious working environments. Running the protocols along with the attack models is useful in gaining a deeper understanding of the performance of routing protocols in realistic deployments. The rest of the chapter describes a set of scenarios and metrics that are used to analyze the performance of the protocols in malicious as well as baseline environments. In the next chapter, we will discuss the results of the experiments through those defined metrics.
Chapter V. Experimental RESults

V.1 
Experiments in the benign environment
In this phase, the performance data of four routing protocols (DSR, ARIADNE, AODV and SAODV) are collected.  A scenario is set up for data collection. This scenario is run 11 times with 11 different values of the mobility pause time ranging from 0 to 100 seconds. The data is collected according to two metrics – Packet Delivery Fraction and Normalized Routing Load. In general, the actual values of the performance metrics in a given scenario are affected by many factors, such as node speed, moving direction of the nodes, the destination of the traffic, data flow, congestion at a specific node, etc. It is therefore difficult to evaluate the performance of a protocol by directly comparing the acquired metrics from individual scenarios. In order to obtain representative values for the performance metrics, we decided to take the average values of multiple simulation runs. The average values of these 11 simulation runs are then calculated for the two metrics and used as a baseline to evaluate the performance of routing protocols in malicious environments. 
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Figure 5.1: Packet Delivery Fraction vs. pause time values in benign environment


As shown in Figure 5.1, the percentage of packets delivered in AODV and SAODV is fairly close to each other, and both methods exhibit superior performance (~90% in general). The security features in SAODV lower the performance a little bit. Actually, the generation and verification of digital signatures depends on the power of the mobile nodes and causes a delay in routing packet processing. In the simulation environments, this delay depends on the simulation running machine and is not high enough to make the significant difference for the PDF metric. On the other hand, the packet delivery fraction in DSR and ARIADNE are 20-40% lower than that of AODV/SAODV across the board given different mobility pause times. 

The major difference between AODV and DSR is caused by difference in their respective routing algorithms. It was reported by other researchers [5] [7] that, in high mobility and/or stressful data transmission scenarios, AODV outperforms DSR. The reason is that DSR heavily depends on the cached routes and lack any mechanism to expire stale routes. In the benign environment of our experiments, the default expiry timer of cached route for DSR and ARIADNE is 300 seconds, while this number is 3 seconds for AODV and SAODV. In respect to the protocol design, these values are kept unchanged through all the simulation scenarios. Furthermore, DSR and ARIADNE store the complete path to the destination. Hence, if any node moves out of the communication range, the whole route becomes invalid. In MANETs, the nodes are mobile, so route change frequently occurs. Without being aware of most recent route changes, DSR may continue to send data packets along stale routes, leading to the increasing number of data packets being dropped. 

The situation is even worse for ARIADNE, mainly because ARIADNE relies on the delayed key disclosure mechanism of TESLA when authenticating packets, including the RERR packets (see section III.3.1 for details). When an intermediate node in ARIADNE notices a broken link, it sends a RERR message to the source node of the data packet. The source node, however, simply saves the RERR message, because it has not yet received from the intermediate node the key needed to authenticate the route error. The source node keeps sending the data until the second route error is triggered, and another RERR is received. Only then would the previous route error be authenticated, and the broken link not be used any more. This explains the worse performance of ARIADNE in comparison with DSR and other protocols. 
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Figure 5.2: Normalized Routing Load vs. pause time values in benign environment


As shown in Figure 5.2, the NRL metric is, in general, inversely proportional to the PDF metric (Figure 5.1). A low PDF value (for example, ARIADNE in Figure 5.1) corresponds to a high NRL value (Figure 5.2). This relationship between PDF and NRL is further illustrated in Table 5.1, which lists the average values of the two metrics over 11 simulation runs for each of the four protocols.
	Pause Time (seconds)

	Packet Delivery Fraction (%)

	Normalized Routing Load


	DSR

	68.41%

	1.72


	ARIADNE

	54.70%

	2.58


	AODV

	93.45%

	1.01


	SAODV

	92.00%

	0.98



	Table 5.1: The “baseline” metrics of the four protocols 


The comparison between the normal routing protocols (DSR and AODV) and their respective secure version (that is, ARIADNE and SAODV) in benign environments has been extensively conducted by other researchers [1][4][6]. In the next section, I will discuss the performance of the protocols in various malicious environments.
V.2 
Experiments in malicious environments

For each scenario, with the same type of attack and the same number of malicious nodes, 11 simulations are run to collect the statistics. The simulations are diversified by changing the pause time value of the mobility model from 0 to 100 seconds. The average numbers of collected statistics are used to calculate the metrics, and then evaluate the performance of the four routing protocols. Hereunder, the impacts of the attacks upon these metrics are studied.
1. Route Drop attack

As discussed in Chapter IV, the Route Drop [14] attacks affect all kinds of routing protocols. The Route Drop attack may trigger more routing packets within the network. Once a route request packet is sent, the source node expects to receive the route reply within a period of time. If no route reply is received, it will keep sending the route request packet until the data in the source node’s sending queue times out and is dropped. Figure 5.3 shows the effect of such an attack on the packet delivery fraction (PDF) metric, given different number of malicious nodes. Figure 5.3(A) shows the performance of DSR and ARIADNE; and Figure 5.3(B) shows the performance of AODV and SAODV. It is noticeable that, when the number of malicious nodes increases, the percentage of data packets received by the destination node decreases. 

In a MANET, the RREQ packets are sent in a broadcast mode. If a node selfishly refuses to send routing packets and discards it, the routing packets can still be received and forwarded by other nodes. Consequently, the data packet still finds its way to the destination. Therefore, a single malicious node may not affect the number of received data packets. On the other hand, if the malicious node is in a position that it is the only way to the destination or if the malicious node is the destination node itself, it will not reply to the RREQ. It is obvious that in such a situation the data packet will not get to the destination and will be dropped. Consequently, the number of received data packets will decrease.
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Figure 5.3: Packet Delivery Fraction vs. number of malicious nodes 

with route drop attack


Also shown in Figure 5.3 is that there are some special cases where the PDF metric actually increases when the number of malicious node increases. For example, in DSR’s PDF metric graph, when the number of malicious nodes changes from 3 to 4 nodes, the DPF metric goes up by 5%. Our preliminary analysis has led us to believe that such anomaly might be caused by the positions of the malicious nodes, the motion of the mobile nodes, and the number of broken links. For AODV and SAODV, the impact of increasing number of malicious nodes on the PDF metric is less than that in the case of DSR and ARIADNE. When the number of malicious nodes is one or higher, the PDF values appear to remain almost constant. The cause of this phenomenon is tied to the nature of AODV and SAODV protocols. They use a standard IP routing table, and use only one route for a destination. A route expires if it is not recently used after a pre-determined elapsed time (the default value is 3 seconds in the OPNET simulator [25]). When the nodes move, some routes may break. AODV and SAODV trigger a new discovery process to find new routes. This feature helps to ease the effect of Route Drop attack in AODV and SAODV. It, however, is not the case for DSR and ARIADNE, in both of which the PDF metric goes down when the number of malicious nodes goes up. If the mobility of the nodes is high, the PDF metric also goes down [7]. The combined impact makes DSR and ARIADNE more vulnerable to this type of attacks. 
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Figure 5.4: Normalized Routing Load vs. number of malicious nodes 

with route drop attack



Figure 5.4(A) and (B) represent the NRL metric of the protocols. The NRL metric evaluates the efficiency of the routing protocol. It depends on both the number of data packets received and the number of routing packets sent. It can be inferred that, when the number of malicious nodes is equal to the number of nodes in the network, the PDF metric will be down to 0 and the number of routing packets sent will be equal to the number of RREQ packets, and the NRL metric will go to infinity. As shown in Figure 5.4, when the range of malicious nodes is from 1 to 5, the NRL metric of DSR and ARIADNE, and that of AODV and SAODV go in different directions. The NRL metric of DSR and ARIADNE increases (when the number of malicious nodes increases), while the NRL metric of AODV and SAODV go level.

Such differences between the two sets of protocols are related to the settings of those protocols. By default, for DSR and ARIADNE, the maximum request retransmission number is 16, while the number of route request retries in AODV and SAODV is only 5 [25]. That means that, for a route discovery to a destination, DSR and ARIADNE will try more times than AODV and SAODV, if no route reply is received. In the case of route drop attacks, most of the routing packets dropped are RREQ, so the data source node keeps sending the RREQ until the number of RREQ retries reaches the maximum number. When the number of malicious node increases, the difference in routing packet sent is bigger. Furthermore, the number of received data packets is down with respect to the number of malicious nodes. All of these explain the differences in NRL metric among the protocols.  

Conclusion:

· In general, when the number of malicious nodes increases, the number of received data packets or PDF metrics decreases. 

· The PDF metric of ARIADNE and DSR is more negatively affected by this type of attacks than AODV and SAODV, when the number of malicious nodes increases and when the mobility of the nodes is high. 

· The impacts of the attacks on DSR and ARIADNE are similar, because the route discovery mechanisms of the two protocols are the same and the route maintenance mechanisms of the two protocols are also the same.

· The initial position, movement of the malicious nodes affects the number of received data packets. That means, when the initial position of a malicious node changes, it may cause the number of received data packets to go up. Further study is needed to evaluate the impact of the mobility of the malicious nodes on the operation of the protocols.

· A mechanism is needed to detect malicious nodes with the route drop attacks, in order to isolate these nodes from the routing process.
2. Route modification

This type of attacks changes the content of RREP routing packets as defined in Chapter IV [19] [26]. The secure routing protocols (ARIADNE and SAODV) are designed to detect these changes and discard the changed RREP routing packets. Of course, when the changed routing packets are dropped, more will be generated in order to find the routes. It is our hypothesis that, without protection against route modification, normal protocols (DSR and AODV) will be negatively affected by this type of attacks. In this section, the impacts of the attacks on the protocols are studied.

It is noticeable in Figure 5.5 that, for DSR and AODV, when the number of malicious nodes increases, the number of data packets dropped by them also increases. This accounts for the decline in the PDF metric of DSR and AODV, the two “insecure” protocols. As expected, the PDF metric of ARIADNE and SAODV nearly remains unchanged. 

It is interesting to note that the fifth malicious node helps to increase the ARIADNE’s PDF metric. This “anomaly” is similar to the special case of DSR in Figure 5.3 when the number of malicious nodes in four. In this scenario, the phenomenon is caused by the position of the fifth malicious node. I tried re-assigning the role of the fifth malicious node to node number 0, and the number of received data packets decreased. Again our preliminary conclusion is that the position of the malicious nodes affects the number of received data packets and the PDF metric.
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Figure 5.5: Packet Delivery Fraction vs. number of malicious nodes 

with route modification attack


For the DSR protocol, it is obvious that the protocol is heavily affected by the route modification attack, especially when the number of malicious nodes is 3 or higher. The malicious node modifies the source route in the RREP packets to make it itself more attractive to the data source nodes. Due to the promiscuous listening features of DSR [8][12], the nodes that can listen to the RREP also may update their route cache with wrong routes. This feature of DSR causes the attack even more severe by spreading out the wrong routes. The way the route modification attack is launched in AODV is different from that in DSR. In AODV, the malicious node just increments the route sequence by 1 and decrements the hop count by 1. This attack is less successful than the route modification attack in DSR. For AODV, the nodes do not keep the complete route, but the address of the neighbor that sends the routing packet. In particular, route listening is limited to the source of any routing packets being forwarded [7][9][14]. This usually causes AODV to rely on a route discovery mechanism more often. This feature helps AODV eases the impacts of the attacks.
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Figure 5.6: Normalized Routing Load vs. number of malicious nodes
with route modification attack


The NRL metrics of the protocols are shown in Figure 5.6. For ARIADNE protocol, the NRL metric is stable. It is inversely proportional to the number of received data packets. Due to the attack, some RREP packets are changed and detected by ARIADNE. In order to find a route, the source node in ARIADNE keeps sending the RREQ, but the number of new RREQ packets is too small to have a negative impact on  the NRL metric of  ARIADNE. For DSR, when the number of malicious node increases, the number of received data packets decreases as well, and the NRL metric goes up accordingly. 

The AODV protocol is also fooled by the attack. There are no new routing packets generated, so the number of routing packets is nearly constant. Consequently, the NRL metric is inversely proportional to the number of received data packets. That means the NRL metric slightly goes up when the number of malicious nodes increases. The situation is different with SAODV, due to its detecting and discarding changed routing packets. Many more routing packets are sent [5][6] to find a new route. This reason causes the NRL metric of SAODV to go up. The slight delay and congestion in the network due to many more routing packets also accounts for the increase of NRL metric.

Conclusion:

· This type of attack negatively affects the DSR and AODV protocols. When the number of malicious nodes increases, the protocols failed to deliver the data to the destinations. It is shown by the experimental results that the PDF metric goes down and the NRL metric goes up.

· DSR is affected more by this type of attacks than AODV is. It is shown by the experimental results that the difference in the PDF metric of DSR, between the cases when there is no attack and when there is an attack, is bigger than that of AODV.

· This type of attack does not fool the secure protocols, but it has a negative effect in the networks by triggering more routing packets to be sent. To some extent, it can congest the networks with routing packets and cause the data packets to be dropped due to no route being found.

· The impact on DSR is heavier than AODV, when the number of malicious nodes increases, mainly due to the different nature of the attacks and the different operations of the protocols. 

· The initial position, movement of malicious nodes also affects the PDF metric. That means, when the initial position of a malicious node changes, it may cause the number of received data packets to go up. 
3. Route fabrication

This attack applies to the DSR and the ARIADNE protocols. As assumed in Section IV.2, the route fabrication [19][26] attack will succeed with both DSR and ARIADNE when the cached route reply feature is enabled. When the number of malicious nodes increases, the number of received data packets decreases, and the NRL increases. Hereunder, the experimental result is studied.  

As shown in Figure 5.7, the PDF metric decreases when the number of malicious nodes increases. As in the case of route modification attack, there is a special case when the fifth malicious node is added, in which the PDF metric goes up again. Our explanation to this anomaly is as follows. The initial position of the fifth malicious node is close to the edge of the network. When it receives a RREQ, it will return a RREP to the source node, to tell that it is only one hop away to the destination. That is true though it has no such route in its cache. It unintentionally speeds up the route discovery phase. During the simulation time, the destination nodes move closer to the source than the malicious node and the data packets still get to the destinations. Because the packets get to destination nodes before traversing the whole source route, the route is shortened then a gratuitous route reply is sent [12]. Due to the promiscuous listening feature [8][12] of DSR and ARIADNE, the other nodes also update their route caches like in the case of route modification. When a node needs to send a data packet, it uses its cached route. During the simulation time, the intermediate nodes use their cached routes to forward successfully the data packet to the destination. I tried changing the initial position of the fifth malicious node further toward the middle of the network, and had observed the drop of the PDF metric.
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Figure 5.7: Packet Delivery Fraction vs. number of malicious nodes for DSR/ARIADNE
with fabrication attack


When the number of the malicious nodes increases, the number of data packets received by the destination decreases. As shown in Figure 5.8, that leads to increased NRL (when the number of routing packets remains almost the same). 
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Figure 5.8: Normalized Routing Load vs. number of malicious nodes for DSR/ARIADNE with fabrication attack


Conclusion:

· DSR and ARIADNE are obviously affected by the route fabrication attack, if the cached route reply feature is enabled. When the number of malicious nodes increases, the PDF metric decreases and the NRL metric increases. ARIADNE needs to be improved in this regard to secure the route reply from intermediate nodes. 

· The initial position and movement of the malicious nodes can affect the number of received data packets. That means, when the initial position of a malicious node changes, it may cause the number of received data packets to go up (even when the total number of malicious nodes have increased). 
4. Impersonation

This attack applies to the AODV and the SAODV protocols. It is known that SAODV relies on the digital signature authentication scheme. However, if the digital signature is used without public key verification or a key management center, the malicious nodes may still successfully launch the attack. In this session, the performance of AODV and SAODV with and with out public key verification is studied.

As shown in Figure 5.9, SAODV and AODV are both vulnerable when the public key verification is not in effect. The impact of malicious nodes on the PDF metric is obvious. When the number of malicious nodes increases, the PDF metric of AODV and SAODV (without public key verification) decreases. The PDF metric of SAODV with public key verification remains almost the same. 

It should be noted that SAODV with public key verification may have its own unique overhead. As mentioned by the author of SAODV [2], a key management sub-system is assumed to be available in the network. However, in a MANET, every node tends to have the same role. If the role of key management is assigned to a certain node, that node may become a single point of failure, and therefore a vulnerability of the network.  
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Figure 5.9: Packet Delivery Fraction vs. number of malicious nodes for AODV/SAODV with impersonation attack


When the number of data packets received goes down (caused by the increased number of malicious nodes), the number of routing packets change slightly, resulting in the higher NRL metrics (as shown in Figure 5.10). The only exception is in the case of SAODV with public key verification, in which the NRL metrics remain almost the same, even given increased number of malicious nodes.  
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Figure 5.10: Normalized Routing Load vs. number of malicious nodes for AODV/SAODV with impersonation attack


Conclusion:

· AODV and SAODV without pubic key verification are vulnerable to impersonation attacks. The impacts on the two protocols are similar. The more the number of malicious nodes in the network is, the fewer the number of received data packets is.

· As shown by the experiments, SAODV is secure against impersonation attack only when there is a way to verify the public key of the route reply originator. In other words, a key management center is really necessary to make SAODV secure against impersonation attacks. This is still an outstanding issue of SAODV [2]. 

V.3 
Summary


In this chapter, the four routing protocols (DSR, OADV, ARIADNE and SAODV) are evaluated first in a benign environment and then in various malicious environments. Hereunder is the conclusion of the evaluations:

· In a benign environment, given the network setup and mobility model, AODV and SAODV outperform DSR and ARIADNE. The difference is due to the high mobility of the nodes, and as such the negative impact upon the operations of the DSR and ARIADNE protocols in such environment.

· The route drop attacks cause the number of received data packets to decrease for all of the protocols. When the number of malicious nodes increases, fewer data packets can get to the destination.

· The secure protocols (ARIADNE and SAODV), working in malicious environments with route modification attacks, have achieved almost the same high PDF metric as in the benign environments. There is a slight decrease of PDF metric due to more routing packets being generated. In general, the NRL metric is higher when the number of malicious nodes increases.

· On the other hand, in all simulated malicious environments, the normal routing protocols (DSR and AODV) have failed to get data delivered to the destinations. In general, when the number of malicious nodes increases, the PDF metric decreases. The level of impact by the attacks is different among the protocols, but DSR appears to be more vulnerable to the attacks than AODV, mainly due to the different underlying operations of the protocols.

· It is noticed that the initial position of the nodes may affect the number of received data packets. As observed in the experiments, positioning the malicious nodes initially in the middle of the network affects the PDF metrics the most. 

· The ARIADNE protocol does not properly handle the case in which the intermediate nodes return cached routes. If the feature is enabled in order to take advantage of faster route discovery time, the protocol may become vulnerable to fabrication attacks. This vulnerability must be removed in order for the cached route feature to be effectively used.

· The SAODV protocol really needs a key management mechanism to work properly in malicious environments. There are many researches related to this issue [28][29][30]. Certificate-based authentication is a possible solution to this issue, in which the authentication process is distributed amongst a set of nodes in the networks. 
Chapter VI.  COnclusion and future work
VI.1 
Conclusion
In this thesis, I have implemented two secure routing protocols, ARIADNE and SAODV, based on their respective underlying protocols, DSR and AODV, in the OPNET simulation environment. I have also simulated four popular network attack models that exploit the weakness of the protocols. The attack models are used to make malicious wireless nodes and create various malicious environments, in which the performance of DSR, AODV, ARIADNE, and SAODV are evaluated. With three different attack models for each of the protocols, and with the number of malicious nodes varying from one to five, totally 65 scenarios are created to evaluate the four protocols. The ultimate goal of a routing protocol is to efficiently deliver the network data to the destinations; therefore, two metrics, Packet Delivery Fraction (PDF) and Normalized Routing Load (NRL), are used to evaluate the protocols. In order to get the accurate experimental results, each scenario is run eleven times in order to calculate the average value for the two evaluation metrics. Through the collected evaluation metrics from the various scenarios, the impacts of attacks upon the routing protocols are then studied.  The procedure is summarized below:

First, the four protocols are used in a benign environment, in which there is no network attack, in order to collect baseline values for the metrics. The differences amongst baseline values of the protocols are also discussed in order to get better understanding of each protocol’s operation.

Second, each of the protocols is evaluated in various simulated malicious environments. The collected metrics are compared with the respective baseline values, in order to assess the impact of a particular network attack on the protocol operation. Based on the results we’ve collected, we conclude that, in all the malicious environments, normal routing protocols (DSR and AODV) can not guarantee to deliver data to the destinations as well as in the benign environments. In other words, the data is redirected or discarded due to the attacks on the routing protocol. When the number of malicious nodes increases, the number of received data packets decreases. For the secure versions of the routing protocols (ARIADNE and SAODV), they are designed to detect the changes in routing packets; hence, even under attacks, they are still able to deliver the data to the destinations. However, under specific attacks like route fabrication attack for ARIADNE and impersonation attack for SAODV, the protocol requires the existence of a specific security mechanism, in order to maintain the normal operation. That is the key management center for SAODV and the secure cached routes for ARIADNE. 

Another conclusion is that the mobility model of the malicious nodes affects the number of data packets to the destinations. Preliminary analysis and discussions of this issue can be found in Chapter V.

VI.2 
Future work
 More research is needed in the following issues:

· The ARIADNE protocol needs to be improved in order for the cached route feature to be secure and effective in malicious environments.

· A public key verification mechanism, such as certificate-based authentication, is needed for SAODV, in order to verify the binding between the node’s identity and its public key.

· More research is needed in the mobility of the nodes in order to comprehensively evaluate the impact of the malicious nodes’ movement on the protocol’s performance.
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